The Capabilities of the GridSpace2 Experiment Workbench
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The emergence of cloud computing and other distributed computing frameworks calls for a novel approach to ensure that the capabilities offered by such platforms are actually exploited by their target groups. In the scope of scientific infrastructures, this primarily involves domain scientists who apply the e-science [1] approach in their research work. As the capabilities of high-performance and high-throughput computing systems increase, we are faced with the need for software solutions which would enable scientists to fully utilize their potential while at the same time avoiding the steep learning curve that has historically hampered wide take-up of Grid computing platforms.

The GridSpace2 Virtual Laboratory is an evolution of the computing and data access platform for viral disease research originally implemented in the ViroLab project [2,3]. Following extensive discussions with representatives of various fields of e-science we have reengineered our software to better suit the daily work habits of domain scientists. This group includes users who frequently conduct virtual experimentation, relying on applications which can easily be ported to distributed computing environments. We have also drawn upon the experience of to-date scientific computing projects and the issues which have emerged during the course of their implementation (see [4] for an insightful discussion of these issues).
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The GridSpace2 Experiment Workbench, a top-level user interface, is designed to suit the habits and requirements of such users and allow them to exploit of the potential of distributed computing platforms, including PL-Grid [5]. The Workbench GridSpace2 bases upon the notion of exploratory programming where each experiment can be decomposed into a number of so-called snippets. Each snippet may be written in a different programming language; moreover, the Workbench enables its user to execute entire experiments or just selected snippets. In this way, time-consuming experiments do not have to be started from scratch each time a modification is made during development.  
The paper shows how the Experiment Workbench assists its users in iteratively developing virtual experiments with the use of scripting languages, including Ruby, Python and Perl. We also provide a description of additional tools available in the Workbench, along with examples of their use in specific experiments, provided by the domain scientists who participate in the PL-Grid project (in which GridSpace2 is being developed and deployed).
Along with examples of use, we also discuss ongoing work on the platform, which focuses on managing secure storage of sensitive data via a wallet mechanism and enabling users to prepare custom graphical user interfaces (WebGUIs) for the experiments they create. Near-term plans also include extending the pool of scientific libraries (which we call gems) available to experiment developers.
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Figure 1: Architecture of the GridSpace2 Virtual Laboratory and the Experiment Workbench








